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Chapter 1

Introduction

Low thrust propulsion systems have been around for many decades[14] and much research

[10, 12, 5, 16, 15, 9] has been conducted into how to design trajectories for missions incor-

porating low-thrust propulsion systems, including time-optimal objectives. In general, these

low-thrust systems are characterized by high fuel efficiency (or high specific impulse) and

continuous long-term thrusting sequences, which makes them ideal for missions to distant

parts of the solar system. However, this benefit comes with unique challenges since low-thrust

systems do not benefit from the impulse assumption applicable to high-thrust systems. For-

tunately, newer developments such as VASIMR[1] (currently in development) and NSTAR

(currently aboard NASA’s Dawn mission[3]) have illustrated that low-thrust electric propul-

sion systems have improved considerably in efficiency and thrusting power since the first

tests of electric propulsion were conducted (as with SERT 2[11, 4]). Should these trends

continue, the future is sure to promise unique opportunities for trajectory designers wanting

to incorporate continuous propulsion into their missions.

In an effort to complement previous work investigating minimized flight times for low thrust

propulsion[10, 12, 5, 16, 15, 9], this paper presents an initial parametric study of time-
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optimal trajectories followed by spacecraft with continuous-thrust capabilities between two

arbitrary orbits. The ultimate goal is that of providing a searchable database of trajectories

appropriate for use as first initial guesses in the design of other continuous-thrust missions.

1.1 Problem Constraints

In the most general formulation of this problem, a database of a dimension equal to the

number of degrees of freedom relevant to the problem being investigated. The complexity of

this database therefore increases geometrically with more degrees of freedom and a higher

resolution (number of sampled nodes) in each dimension. For example, in three-dimensions

the initial and final orbits introduce at minimum twelve degrees of freedom, quickly making

this approach intractable for even a small number of sample points in each dimension. Ad-

ditional degrees of freedom, such as propulsion system characteristics, spacecraft mass, and

the inclusion of planetary fly by’s, serve to increase complexity even further. In order to fix

this problem of intractability, a number of assumptions governing dynamics and spacecraft

characteristics are introduced in this investigation so as to reduce the number of variables

to two: ∆θf (final difference in true anomaly) and A (acceleration magnitude).

1.1.1 Coplanar Circular Concentric Orbits

The first simplification assumes the initial and final orbits are coplanar, circular and con-

centric. This fixes nine of the twelve degrees of freedom so that now only three remain:

initial and final radii and final difference in true anomaly. If we assert that the two orbits

correspond with those of the Earth and Mars, then the radii are fixed and only one spatial

dimension needs to be varied. While quite a simplification, many realistic problems can still

be modeled to first order by orbits of this variety. And while the ratio between initial and
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final orbital radii, as well as the magnitude of the primary body’s gravitational strength

(µ = GM�) will vary from problem to problem, many orbit raising maneuvers can still ben-

efit by an investigation into this type of generic framework. This is similar to how one can

get a general sense of how all Hohmann transfers operate by looking at the properties of only

Earth-Mars Hohmann transfers; while not an exhaustive approach, these types of transfers

may still highlight important aspects shared by all such continuous-thrust transfers.

1.1.2 Constant Acceleration

One method of reducing the number of degrees of freedom associated with the spacecraft

and its propulsion system is to make the assumption of constant accelerating thrust. That

is, assert that

T (t)

m(t)
≡ A (1.1)

where A > 0 is constant over the entire trajectory. If we also assume that the Isp of the

spacecraft is constant, then thrust is described as follows

T (t) = −ṁ(t)Ispg0 (1.2)

where g0 is the standard gravitational acceleration at Earth’s surface. Combining Equation

1.1 with Equation 1.2 and integrating through time gives an exponential expression for the

mass of the spacecraft.

m(∆t) = m0e
− A

Ispg0
∆t

(1.3)

If we assume A
Ispg0

� 1 in addition to A being constant, then we get that mass (and therefore

thrust) are both approximately constant over the whole transfer. For a given desired payload
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Figure 1.1: Minimum required acceleration magnitude (A) and maximum allowable transfer
time (∆t) as a function of desired payload fraction (

mf

m0
∈ [0.2, 0.8]) at a specified specific

impulse (Isp = 12000s).

fraction (N ≡ mf

m0
), Figure 1.1 shows the minimum required acceleration (A) and maximum

allowable transfer time (∆t) such that the final payload fraction stays above N for a given

Isp (in the case of Figure 1.1, Isp = 12000sec, the upper limit of VASIMR’s capabilities [1]).

1.1.3 Patched Conics Assumption

In a patched conics approximation, it is assumed that the gravitational force of the Earth

and Mars are negligible throughout the entire transfer. This is justified by assuming that the

spacecraft begins and ends its journey at the outermost boundaries of the relevant body’s

sphere of influence (6.18 × 10−3 AU for Earth and 3.86 × 10−3 AU for Mars). Since these
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spheres of influence are relatively small in comparison to the overall transfer (approximately

less than one percent of the total distance traveled in a worst case scenario), the spacecraft

can be assumed to begin and end its motion at the presumed center of mass of the Earth

and Mars, leaving and entering at parabolic escape and approach trajectories.

Earth escape and Mars capture times can be calculated for each value of acceleration consid-

ered in this database and added afterwards to the total transfer time before any optimized

trajectories are found. For Earth escape, because the optimal method of increasing the or-

bital energy of a spacecraft with continuous thrust is to assume that the direction of thrust

points along the spacecraft’s tangential velocity, time to escape is found by integrating for-

ward in time the following system dynamics of Equation 1.4 until ‖ṙ(tesc)‖ =
√
µ/R(tesc),

where tesc is the time of escape (see Figure 1.2a).

r̈(t) +
µ

r(t)3
r(t) = A

ṙ(t)

‖ṙ(t)‖
(1.4)

For Mars capture, the spacecraft is assumed to start at zero velocity relative to Mars at a

distance equal to Mars’ sphere of influence. The time for capture can then be found by using

an acceleration tangential to velocity (the same dynamics as Equation 1.4) until the periapsis

of the resulting orbit matches the target distance away from Mars.1. If one calculates such

trajectories for a target periapsis equal to twice Mars’ radius, the results can be seen in

Figure 1.2b.

Now only two degrees of freedom remain to vary in computing a database for Earth-Mars

transfers: the final relative true anomaly (∆θf ) and acceleration magnitude (A). This makes

the problem tractable, although the process of computing even a small database is time

consuming without stream-lining the process of trajectory optimization, as will be seen in

the next chapter.

1 At t = 0, since the spacecraft is assumed stationary, assume that the direction of thrust is pointing
perpendicular with respect to a line drawn between the spacecraft and the center of mass of Mars (in either
direction)

5



(a) Earth escape time (in days) as a function of acceleration (logarithmic).

(b) Mars capture time (in hours) as a function of acceleration (logarithmic).

Figure 1.2: Earth escape and Mars capture as functions of acceleration.
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Chapter 2

Problem Formulation and Procedure

To describe the system dynamics two-dimensional polar coordinates are used, where R(t)

represents the radius and θ(t) the angle of the spacecraft’s position (see Figure 2.1). The

angle that the spacecraft points its thrusters is defined with respect to its local polar coor-

dinate system and is denoted by u(t) (see Figure 2.2). These choices were made because,

as will be seen in Chapter 3, different solutions are found when the final Mars angle θ(tf )

differs by integer increments of 2π.

Additionally, the spacecraft is assumed to have an initial velocity that results in a parabolic

escape trajectory from the Earth parallel to the Earth’s circular motion about the Sun. In

other words, the spacecraft starts in a circular orbit about the Sun at the same distance

as the Earth’s semimajor axis (1.0 AU). The final position of the spacecraft is uniquely

determined by its final relative true anomaly (∆θf ≡ θ(tf ) − θ(t0)), and the velocity is

likewise constrained to keep the resulting orbit circular at the semimajor axis of Mars (1.5

AU).

7



Figure 2.1: Boundary conditions fixed at initial times (r0 , v0) and final times (rf , vf ).

Figure 2.2: u(t) is the angle with respect to local coordinates of the acceleration vector
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This fixing of the initial and final states results in a two-point boundary value problem

r̈(t) +
µ

r(t)3
r(t) = Aû(t) (2.1)

with initial and final conditions on position and velocity

 r(t0) = r0, r(tf ) = rf

ṙ(t0) = v0, ṙ(tf ) = vf

(2.2)

where µ is the gravitational constant of the Sun, r(t) = R(t)(cosθ(t), sinθ(t))ᵀ is the position

of the spacecraft, r̈(t) is the second time derivative of r(t), A is the constant magnitude

of acceleration, û(t) = (cos(u(t)), sin(u(t)))ᵀ is the unit vector specifying the direction of

acceleration, and the vectors r0, rf , v0, and vf are constant vectors specifying the initial

and final positions and initial and final velocities of the spacecraft, respectively.

2.1 Optimal Control Formulation

In order to solve this problem for the optimal thrusting angle, u(t), the methods of optimal

control are necessary. Let the state vector be defined such that x(t) ≡ [R(t), θ(t), V (t),Ω(t)]ᵀ,

where V (t) and Ω(t) are the time dependent radial velocity and angular velocity of the

spacecraft, respectively. The control vector naturally becomes just the thrusting angle, u(t),

9



and the cost to minimize is J = tf − t0, over which the optimal control is found such that



Ṙ(t)

θ̇(t)

V̇ (t)

Ω̇(t)


=



V (t)

Ω(t)

Acos(u(t)) +R(t)Ω(t)2 − µ
R(t)2

1
R(t)

(Asin(u(t))− 2V (t)Ω(t))


(2.3a)


aMercury

−0.01c

−0.01c
aMercury

 ≤

R(t)

V (t)

Ω(t)

 ≤

aAsteroidBelt

+0.01c

+0.01c
aMercury

 (2.3b)



R(t0)

θ(t0)

V (t0)

Ω(t0)


=



aEarth

0

0√
µ

a3Earth


(2.3c)



R(tf )

θ(tf )

V (tf )

Ω(tf )


=



aMars

∆θf

0√
µ

a3Mars


(2.3d)

0 ≤
√
V (t)2 +R(t)2Ω(t)2 ≤ 0.01c (2.3e)

where aMercury is the semimajor axis of the orbit of Mercury (0.375AU) and aAsteroidBelt is

the semimajor axis of the asteroid belt (3.0AU).

If gravity were to be ignored completely, then there would exist an analytic solution[6] for all

possible initial and final boundary conditions. However, since µ 6= 0, numerical methods must

be used to find solutions. The specific numerical solver chosen for this step is GPOPS-II[13],
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a Matlab software package implementing Legendre-Gauss-Radau pseudospectral collocation,

a direct method of solution.1

However, useful results can still be obtained through analytic investigation. Using stan-

dard optimal control, the Hamiltonian can be written as follows,2 assuming the costates are

denoted by λᵀ(t) = [λR(t), λθ(t), λV (t), λΩ(t)].

H = 1+λᵀẋ = 1+λRV +λθΩ+λV (RΩ2− µ

R2
+Acos(u))+λΩ

1

R
(−2V Ω+Asin(u)) (2.4)

The first order necessary conditions then become, since this problem is time-optimal and the

control u(t) is not explicitly bounded

H(t) = 0 (2.5)

tan(u(t)) =
1

R(t)

λΩ(t)

λV (t)
(2.6)

where the first equation is a result of the fact that H(tf ) = 0 and that H(t) is con-

stant for time-optimal problems. The second equation comes from the minimum principle,

∇u(t)H(t) = 0. In this form the costates, λV (t) and λΩ(t), are solutions to nonlinear ODEs

and thus have no closed-form solution in general, so we cannot proceed any further without

knowing what the costates are beforehand.

What these two conditions provide now is a method of checking for the validity of a solution.

If these conditions are violated, then the solution cannot possibly be a (local) minimum of

the Hamiltonian, and thus not a (local) solution to the optimal control problem. However,

as these are only necessary and not sufficient conditions, this doesn’t guarantee in any way

that any solutions which do not violate these constraints are actually (local) solutions to the

problem.

1GPOPS-II allows its users to specify which underlying nonlinear programming problem solver to use,
the two choices being SNOPT[8] and IPOPT[2]. SNOPT was chosen for this problem.

2The dependence on time of each variable is implied and has been left out for clarity.

11



The only issue left to address now is that of determining good initial guesses for the numerical

solver. Since this problem involves generating a database of trajectories whose boundary

conditions are “nearby” each other, a continuation method would serve well to speed up the

building process while efficiently reusing work already done to find previous solutions. The

next section will review a few such continuation methods.

2.2 Initial Guess Generation Methods

2.2.1 Analytic Solution for µ ≡ 0

For different steps in the database generation process different types of methods are required

in order to find further solutions. In the very first step, no previous solutions can be called

upon, so the first trajectory we try to find is one that has a high enough acceleration such

that the analytic solution[6] for the µ ≡ 0 case provides a good approximation. If we assume

that A � µ
R2 over an entire trajectory, then we can use such a solution as guesses for the

optimal control solver. The general solution results in a bilinear tangent law for the control

angle of the following form

tan(u(t)) =
C1t+ C2

C3t+ C4

(2.7)

where C1, C2, C3, and C4 are constants in time that can be solved for numerically through

equations given in [6].3 However, if we choose to find a solution for a trajectory where

∆θf is chosen in such a way as to minimize the velocity normal to the straight-line drawn

between the initial and final positions, then we can assume the problem is approximately

3One should note that Equation 2.6 is just a more general form of the bilinear tangent law formulated
in polar coordinates, where the costates are not merely linear functions of t in general, a consequence of the
inclusion of an inverse-square force.

12



one-dimensional, and the following control law applies

u(t) =

 0 t < tS

π t > tS

(2.8)

where tS is a characteristic “switching time” which in this case becomes tS = 2
√

aMars−aEarth

A

for a given acceleration magnitude, A. The specific case in which the transverse velocity is

minimized is when the initial and final velocities projected onto the vector joining the initial

and final positions in each orbit, when dotted together, are at a maximum value. That is

max vp0 · v
p
f (2.9)

vp0 =
v0 ·∆r

∆r ·∆r
∆r (2.10)

vpf =
vf ·∆r

∆r ·∆r
∆r (2.11)

∆r = rf − r0 (2.12)

The specific angle at which this happens for the values of Earth and Mars orbits given in

Equations 2.3c and 2.3d is ∆θf ≈ 0.2677π. Using the one-dimensional approximation for

the control law at this angle, an initial guess can be made that allows for convergence to a

(locally) time-optimal trajectory, as shown in Figure 2.3. The control seen there exhibits a

characteristic “bang-bang” behavior, typical of the analytic one-dimensional solution.

2.2.2 Linear Geometric Continuation (LGC)

After finding at least one optimal trajectory using the method described above, a method

of computing higher quality guesses in a more automated fashion is needed. Consequently,

13



Figure 2.3: Plot of trajectory (left) and corresponding control (right) for acceleration mag-
nitude A = 10−2.5g0 � µ

R2 over the entire trajectory.

a simple continuation method is devised, based on a linear approximation of the differences

in boundary conditions between a previously computed solution and the current problem to

solve, here referred to as linear geometric continuation, or LGC.

LGC works by generating a guess for the position, rG(t), and acceleration angle, uG(t), by

reusing a previously computed trajectory, rO(t), known a priori to converge quickly, along

with the final (known) boundary conditions on the state, represented by rO(tf ) and ṙO(tf ).

These boundary conditions are assumed to be close to the desired boundary conditions, rf

and vf , such that the magnitude of their relative differences is small. Since the problem

of database construction requires an exhaustive iteration over a large number of closely-

related trajectories, this method has the additional benefit of reusing what has already been

computed, adding an element of efficiency.
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LGC is described mathematically by the following set of equations, where rG(t) and vG(t)

are the desired guess vectors for position and velocity, respectively.

rG(δtG) = rO(δtO) +Rδθ(δtO)δr(δt) (2.13a)

vG(δtG) = ṙO(δtO) +Rδθ(δtO)δv(δt) (2.13b)

δr(δt) = (rf − rO(tf ))δt (2.13c)

δv(δt) = (vf − ṙO(tf ))δt (2.13d)

Rδθ(δtO) =

cos(θf − θ(δtO)) −sin(θf − θ(δtO))

sin(θf − θ(δtO)) cos(θf − θ(δtO))

 (2.13e)

δtO = (tOf − tO0 )δt+ tO0 (2.13f)

δtG = (tGf − tG0 )δt+ tG0 (2.13g)

δt ∈ [0, 1] (2.13h)

Here, the matrix Rδθ(δt) ∈ R2 is a rotation matrix designed to rotate the vector δr(δt) by

an angle δθ(δt) = (θf − θ(δt)) so that the angle between δr(δt) and the local tangential

direction, θ̂(δt), is held constant. This idea was motivated by the observation that, for small

perturbations δr(δt), the angle between successively computed trajectories was found to be

approximately constant over the course of the normalized time interval, δt (see Figure 2.4).

By using a normalized time interval, δt, the new time interval for rG(t) can be computed

easily when a guess for the final time, tGf , is provided. The value for tGf is found by computing

the arc length of the original trajectory, denoted by CO, and the newly generated guess

trajectory, denoted by CG, and simply multiplying the normalized time interval by the

ratio in arc lengths and then adding the initial time from the original trajectory. Note

that calculating the arclength for CG doesn’t require tGf since the entire trajectory is found

geometrically without regard to time, and so generally this integration becomes a sum over
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Figure 2.4: Plots for all successive pairs of trajectories within a database of trajec-
tories with constant acceleration A = 10−2.9g0 and maximum mesh errors less than
2 × 10−4. The approximate equality between the angles θA(δtA) and θB(δtB), namely
∆θ = cos−1(sin(θB(δtB)− θA(δtA)) ≈ 0, is clearly visible here.

discrete data points.

tGf =
CO

CG
δt+ tO0 (2.14a)

CO

CG
=

∫ tOf
tO0

√
(ROΩO)2 + (V O)2 dt∫ 1

0

√
(RGΩG)2 + (V G)2 dδt

(2.14b)

Once the vector fields rG(t) and vG(t) are computed, the guess for the control angle, uG(t), is

computed through an application of inverse dynamics. To do this, the guessed vectors rG(t)

and vG(t) are inserted into the left-hand side of Equation 2.1 and a control vector, f G(t),

is computed. From this new vector the angle uG(t) can be approximated in the following

fashion:

f G(t) = v̇G(t) +
µ

(rG(t))3
rG(t) (2.15a)

uG(t) = atan2(fy, fx) (2.15b)
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Figure 2.5: Plot of log10(||f G| −A|/A), a measure of the error incurred in the application of
inverse dynamics on the trajectory produced by LGC.

where the function atan2(fy, fx) is the inverse tangent of fy
fx

which takes into account the

quadrants from which the components of the vector f G(t) came.

LGC Error Analysis

In general the vector f G(t) is not a vector with magnitude equal to the constant acceleration

magnitude, A. This fact intrinsically introduces a level of error into the desired quantity,

uG(t) = atan2(fy, fx). But assuming small values of |δr(t)|/|r(t)| and |δv(t)|/|ṙ(t)|, this

error is small if the difference in magnitude, ||f G(t)| − A|, is also small. A plot of this

quantity for one such trajectory can be seen in Figure 2.5. From this figure it appears that

this assumption seems to hold over the entire interval.

One advantage of computing the control in this fashion is that regardless of the nature of

the solution, the guess rG(t) satisfies the boundary conditions of the state dynamics, thereby
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Figure 2.6: Plot of log10(|XO −XLGC |/XO), the relative error between the LGC guess and
the solution it was attempting to approximate.

guaranteeing that the control at least approximates a solution that also adheres to the

boundary conditions. This means that for vectors δr and δv that are small in magnitude

compared with r(t), the deviation in uG(t) ought also to be small. Additionally, the control

for the original state, û(t), is not used directly in generating uG(t), and instead relies on only

the state, [r(t), ṙ(t)] 4 generated by the optimal control solver to provide an approximation

to the control u(t).

Computing the error between an LGC guess and an actual converged solution is shown in

Figure 2.6. The largest contributor to error appears to be the angular velocity, but all

other values appear to stay relatively close to the target trajectory. This shows that LGC

approximates the desired solution well enough for guess generation, although for trajectories

that make close approaches to the Sun the increase in Ω(t) may increase error.

4different than using the velocity generated by the optimal control solver, v(t), since ṙ(t) 6= v(t) exactly
in general
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2.2.3 Difference Continuation (DC)

When two or more solutions exist near a desired boundary condition, another method of

continuation can be used, referred to here as Difference Continuation (DC). The basic idea

is to take the difference between two nearby solutions and add that difference to the closer

of the two solutions. Then, by scaling and rotating appropriately such that the boundary

conditions match, the control can be solved for in a manner similar to LGC. Given two

trajectories xB(t) and xA(t), where xB(t) is closer to the desired final conditions, xf , then

the guess in position and velocity (rG(t) and vG(t), respectively) can be calculated in the

following manner.

rG(δtG) = rB(δtB) + αRδθ(δtB)δr(δt) (2.16)

vG(δtG) = ṙB(δtB) + βRδθ(δtB)δv(δt) (2.17)

δr(δt) = (rB(δtB)− rA(δtA)) (2.18)

δv(δt) = (ṙB(δtB)− ṙA(δtA)) (2.19)

Rδθ(δtB) =

cos(θf − θ(δtB)) −sin(θf − θ(δtB))

sin(θf − θ(δtB)) cos(θf − θ(δtB))

 (2.20)

α =
‖rf − rB(tBf )‖
‖rB(tBf )− rA(tAf )‖

(2.21)

β =
‖vf − ṙB(tBf )‖
‖ṙB(tBf )− ṙA(tAf )‖

(2.22)

δtB/A = (t
B/A
f − tB/A0 )δt+ t

B/A
0 (2.23)

δtG = (tGf − tG0 )δt+ tG0 (2.24)

δt ∈ [0, 1] (2.25)
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Figure 2.7: Plot of log10(||f G| −A|/A), a measure of the error incurred in the application of
inverse dynamics on the trajectory produced by DC.

The primary benefit of this method is that the way in which the difference in final boundary

conditions is applied to the previous solution, rB(t), is different depending on how the

solution is actually changing between two solutions instead of just linearly as assumed by

LGC. However, this method still suffers the same problems that LGC does, namely that if

even one of the previous solutions begins to diverge then that error will be carried through

with the guess, especially if the state dynamics are not being satisfied.

DC Error Analysis

As seen with LGC, DC generates the control angle u(t) through an application of inverse

dynamics, and so similar errors to LGC are expected. A plot of of the error in acceleration

vector magnitudes for the same trajectory as in Figure 2.5 is shown in Figure 2.7. Close

inspection shows that the errors are actually larger for DC than for LGC, but even so DC is

seen to approximate the actual solution better in every coordinate than LGC does, as seen in
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Figure 2.8: Plot of log10(|XO−XDC |/XO), the relative error between the DC guess and the
solution it was attempting to approximate.

Figure 2.8. But it should be noted that error is still allowed to accumulate at a rate similar

to LGC, and so another method of reducing error ought to be investigated.

2.2.4 Linearized Optimal Difference Continuation (LODC)

The next attempt concerns linearizing the difference between any two trajectories and solv-

ing for that difference as an optimal control problem, given the difference in two previous

solutions as a guess. The optimized difference can then be added to the closer of the previous

solutions to produce a guess for the original optimal control problem. Effectively, this is not

much different that solving two optimal control problems successively with DC as a guess,

but since the first optimal control problem is linearized, the additional computational effort

is worth the expected increase in accuracy.

LODC assumes that there exist state and control trajectories, xo(t) and uo(t) respectively,

that are known to be a converged solution to a nearby problem that needs to be optimized.
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Figure 2.9: Plot of log10(|XO − XLODC |/XO), the relative error between the LODC guess
and the solution it was attempting to approximate.

Performing standard linearization about these quantities produces state dynamics of the

following form

δẋ(t) = ∇x(t)f [xo,uo; t]δx(t) +∇u(t)f [xo,uo; t]δu(t) (2.26a)

∇x(t)f [xo,uo; t] =



0 0 1 0

0 0 0 1

(Ω2
o + 2 µ

R3
o
) 0 0 2RoΩo

−1
R2

o
(−2VoΩo + Asin(uo)) 0 −2Ωo

Ro
−2 Vo

Ro


(2.26b)

∇u(t)f [xo,uo; t] =

(
0 0 −Asin(uo)

A
Ro
cos(uo)

)ᵀ

(2.26c)

(2.26d)

where δx(t0) ≡ [0; 0; 0; 0] and δx(tf ) = δxf are the boundary conditions associated with

these dynamics.
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LODC Error Analysis

Since the first step in generating a guess via LODC is to provide another guess based on

DC, the error is expected to be only somewhat better than using DC alone. However, while

relative state errors were not observed to be significantly better than with DC, convergence

was found to be somewhat more robust. This is likely due to the fact that the numerical

solver is simply working longer on finding a solution. It is for this reason that LODC is the

method chosen to construct the vast majority of the database discussed in the next chapter.
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Chapter 3

Results and Classifications

3.1 Database Construction

Irrespective of continuation methods used or number and granularity of dimensions sampled,

the same basic steps apply in the construction of any database of time-optimal trajectories

with a finite number of dimensions.

1. Using a known analytic solution (here, the µ ≡ 0 case), find one time-optimal solution

that is expected to closely mimic the known analytic solution (denoted as a “seed”

trajectory).

2. Using a one-trajectory continuation method (here, LGC), continue the database in one

dimension (e.g. acceleration magnitude) for a desired number of sample points.

3. Then, again using a one-trajectory continuation method (here, LGC), continue exactly

one step in each dimension orthogonal to the first (e.g. final true anomaly).
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4. Finally, using a multi-trajectory continuation method (here, LODC), continue the

database for a desired number of sample points in every orthogonal dimension, starting

again at step 2 for any additional dimensions.

For the problem presented here of minimum-time Earth-Mars transfers, a database with

accelerations varying (logarithmically) between 10−2.5g to 10−3.7g is constructed. In order to

find local, as well as global minima, a number of databases were actually computed, each with

a different initial “seed” trajectory. These were later combined and the minimum transfer

time selected from points within the database with identical acceleration and physically

indistinguishable terminal points in Mars’s orbit (i.e. values of ∆θf invariant under addition

of integer multiples of 2π). The first database constructed uses a “seed” trajectory with θf =

0 continued in positive and negative directions until ∆θf = 2π and ∆θf = −π (respectively),

with sampling densities of 101 and 51 trajectories (respectively) at every acceleration. The

second database starts at θf = π and continues in the negative direction for to ∆θf =

0.0 with a sampling density of 51 trajectories at every acceleration. A third database,

at a constant acceleration of A = 10−2.9g0, was also computed with a higher sampling

density of 1533 trajectories. The “seed” trajectory had a final true anomaly θf = 0 and

proceeded in the positive and negative directions for approximately one full and one half

turn (respectively). The databases are summarized in Table 3.1. The reason for separately

constructing a number of different databases with different initial “seed” trajectories is that it

was initially suspected that traversing the same final true anomalies from different directions

might allow the numerical solver to find optimal trajectories with qualitatively different

Database (Direction) Traversed θ Range / Values Accel. Range # of Nodes
Q0 (Positive) ∆θf ∈ [+0.000π,+2.000π] A ∈ [10−3.7g0, 10−2.5g0] N = 1313
Q0 (Negative) ∆θf ∈ [+0.000π,−1.000π] A ∈ [10−3.7g0, 10−2.5g0] N = 663
Qπ (Negative) ∆θf ∈ [+1.000π,+0.000π] A ∈ [10−3.7g0, 10−2.5g0] N = 663
A29 (Positive) ∆θf ∈ [+0.000π,+2.210π] A = 10−2.9g0 N = 1000
A29 (Negative) ∆θf ∈ [+0.000π,−1.262π] A = 10−2.9g0 N = 533

Table 3.1: Database list
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behaviors. The same was thought to be true of trajectories with physically indistinguishable,

but numerically distinct, final true anomalies invariant under the addition of integer multiples

of 2π. The former case was not confirmed, but the latter case was indeed supported by

the appearance of sudden changes in trajectory behavior (as will be seen in the section

“Branching Points”). However, before any definitive claims can be made concerning the

properties of local solutions, it must first be determined whether or not these trajectories

are even local minima to begin with.

3.2 Database Filtering

After computing trajectories using the algorithm described above, trajectories which are

definitely not (local) solutions need to be pruned from the database. To do this, the first

order necessary conditions (FONC), found analytically in Equations 2.5 and 2.6, are used.

Using the FONC in this form is justified by the fact that (1) this problem concerns time-

optimality and (2) that the control variable u(t) is effectively unconstrained.

H = 1 + λRV + λθΩ + λV (RΩ2 − µ

R2
+ Acos(u)) +

λΩ

R
(−2V Ω + Asin(u)) ≡ 0 (3.1)

λV tan(u)− λΩ

R
= 0 (3.2)

Once the deviation from each of these FONC is computed for every trajectory in every

database, then the solutions that did not converge to within a certain tolerance (specifically

10−0.8 in H and 10−1.2 in Hu(t), as presented in Figure 3.1) can be pruned. The rest of

the database should not contain any solutions which are not local solutions. 1 Overall,

1Technically this is different than saying that all remaining solutions are local solutions, as these are only
necessary and not sufficient conditions for optimality that are being tested.
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Figure 3.1: Plot of errors associated with meeting the FONC’s. The red rectangle indicates
the region of acceptable trajectories (error range: H < 10−0.8 and Hu < 10−1.2).

only about 56.9% of trajectories from all databases were not disqualified for not being local

solutions. Most of these pruned solutions tended to be in the lower levels of acceleration,

perhaps indicating that solutions to these problems may begin to qualitatively diverge rapidly

from the analytic solution for µ ≡ 0 (a form of initial guess which seems to perform well for

higher accelerations.)

3.3 Branching Points

After filtering, interesting patterns can now be sought with the knowledge that they should

reflect physical phenomena rather than numerical instabilities. The first pattern that can be

noted is the existence of “branching” or “switching points,” i.e. points in a database where
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Acceleration Magnitude Switching Point [rad] Difference [rad]
10−2.5g0 θS ≈ 1.30π undefined
10−2.6g0 θS ≈ 1.38π ∆θS = 0.08π
10−2.7g0 θS ≈ 1.48π ∆θS = 0.10π
10−2.8g0 θS ≈ 1.60π ∆θS = 0.12π
10−2.9g0 θS ≈ 1.74π ∆θS = 0.14π

Table 3.2: Branching Points.

two equal acceleration trajectories meeting in the same place in Mars’s orbit at the same

time exhibit qualitatively different control behaviors. As can be seen for A = 10−2.9g0 in

Figure 3.2, the branching point takes on the specific value ∆θf ≈ 1.734π (see Figure 3.3 for

the two branching trajectories). Perhaps unsurprisingly though, this point also corresponds

to the maximum transfer time between these two orbits. This is because the minimum is

being taken between corresponding elements of two observably continuous sets, which in

general produces a discontinuity at the shared maximum minimal value. In a similar vein,

the minimum occurs within the boundaries of these two sets and not at the endpoints.

The actual computed branching points for each set of trajectories are summarized in Table

3.2. A linear rate of increase in the switching angle, θS, with acceleration is observed. A

quadratic relationship between θS and the difference in acceleration exponent, δα ≡ 0.1,

can approximate this. Letting A = A010−δαn, where A0 = 10−2.15g0, n ∈ [3.5, 7.5], and

θmin = 1.17π, we can write the following when A ∈ [10−2.9g0, 10−2.5g0].

θS(n) ∼= θmin + (nδα)2 (3.3)
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Figure 3.2: Plot of transfer time versus final true anomaly (mod 2π). Classification switching
point and maximum transfer time are seen to coincide.

3.4 Transfer Classifications

3.4.1 Database Visualization

In order to analyze the thousands of presumed locally-optimal trajectories, a “radial plot”

is presented so as to convey the (minimal) total transfer time, final Mars true anomaly, and

time-varying characteristics of any given state or control variable, all at a specific acceleration

magnitude (see Figures 3.4, 3.5, and 3.6). The way in which these figures should be inter-

preted is as follows. Each line radiating outward represents a single trajectory. Its angular

position with respect to the center of the inner circle is exactly ∆θf for that trajectory, and

the length of that line is proportional to the total transfer time, tf , of every other trajectory

in that plot. The colors along each line denote the value of the variable being displayed.

For A = 10−2.5 to A = 10−2.9 we have complete sets of converged solutions, so such “radial

plots” can be constructed for entire Mars orbits. Beyond this range, however, the errors in
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(a) ∆θf = 1.74π

(b) ∆θf = −0.26π

Figure 3.3: Branching point for trajectories at A = 10−2.9g0. Qualitatively different control
behaviors are easily observed in this case.

FONC are too large for too many trajectories to be able to compose complete sets, so only

accelerations within the aforementioned range are plotted in such a manner.

Classifications are based on the observed changes in the time derivatives of the state, control,

and other physical characteristics. Since these databases are discrete sets of points that can

have noise associated with the numerical solution process, it is handy to have these radial

plots to consult. Note that while all the radial plots shown here are for the specific case of

A = 10−2.9g0, this qualitative analysis applies to higher accelerations as well.
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3.4.2 Control Classifications

Three distinct regions were found in Figure 3.4 that illuminated the distinct differences in the

nature of the control that was being used. As seen in Figure 3.4a, there are three “branching”

points that are clearly visible. One occurs at ∆θf ≈ 0.25π, another at ∆θf ≈ 1.25π, and

a third at ∆θf ≈ 1.75π. The first branch point corresponds very well with the point at

which the analytic solution for the µ ≡ 0 case is most closely approximating the trajectory.

Transfers within the green region of the inner annulus are the most similar to a “bang-bang”

control, as seen by the single switching point (boundary between red and blue regions in

Figure 3.4a). The second branch point corresponds with the point at which the minimum

radius constraint is active. The hard “bang-bang” control is forced to smooth itself out so

as to keep the trajectory above that minimum radius. For trajectories in the blue region,

the additional variation in control is most likely due to this phenomenon. The final branch

point also happens to be a switching point where the transfer time is at a maximum and the

qualitative nature of the trajectory discontinuously changes so as to maintain a minimum

transfer time. Looking back at the first control branch point, we see that the transfers in the

red region exhibit another type of “bang-bang” behavior, but with two additional switching

points corresponding to the two additional blue lines as seen across that classification.

3.4.3 State Classifications

Additional classifications can be identified by looking at various quantities derived directly

from the state solution to each optimal control problem. The quantities investigated here are

the radial position, radial velocity, tangential velocity, and the time derivative in tangential

velocity, all of which produce six more classifications.
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Radial Position and Velocity

As with the control classifications, there are three distinct regions visible in Figure 3.5 with

three corresponding branch points occuring at ∆θf ≈ 0.25π, ∆θf ≈ 0.75π, and ∆θf ≈

1.75π. The first branch point corresponds exactly with the first branch point in the control

classifications, indicating that in these variables the trajectories most closely approximating

the µ ≡ 0 case present a boundary between different trajectory behaviors. The second branch

point approximately corresponds with a point at which spacecraft begin traveling inside of

Earth’s orbit and begin to plunge closer and closer to the Sun with increasing ∆θf . The

final branch point, as with the control classifications, also corresponds with the switching

point in transfer time.

Trajectories in the green region correspond with trajectories that most closely represent a

linear “bang-bang” solution, where trajectories in the blue region begin to take advantage

of the inverse-square gravitational force in minimizing transfer time. This behavior gets

more pronounces as solutions approach the red region barrier. It is also apparent here that

transfers in the blue region begin to be constrained by minimum radius, and so spend a long

time at that constant minimum radius throughout the transfer, being forced to travel in a

circle for a finite amount of time.

Tangential Velocity and d(RΩ)
dt

The final set of classifications identified are associated with the tangential velocity of the

spacecraft as it transfers between the Earth and Mars. As with the other types of classifi-

cations, the first and last branch points correspond to the same points in space, namely the

µ ≡ 0 case and the switching point. The middle branch point differs from the other two sets,

however, and is defined by the emergence of a soft approach to the final tangential angle.

Trajectories beyond this point introduce more than one point where d(RΩ)
dt

= 0.
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Of a particularly striking note is how obvious the transition across the switching point in

the tangential velocity space appears (Figure 3.6b). Trajectories in the red classification all

attempt to “back-track” or reverse the initial orbital velocity in order to intercept Mars,

while all other trajectories attempt to increase tangential velocity before rendezvous.

3.5 “Free Orbits” and Database Extensions

As a final note, consider what would happen should the spacecraft’s propulsion system cut

out partway through one of the time-optimal transfers discussed above (see Figure ??). For

most cases, it would end up in a closed orbit about the Sun (in the rest it would end up

in a hyperbolic escape trajectory out of the Solar System or an orbit that crashes into the

Sun, see Figure 3.8). Since all the orbits described above are consistent with the FONC

required of locally optimal trajectories (Equations 3.1 and 3.2), it should be true that any

subset of those trajectories also represents another local solution between two different sets

of boundary conditions. This is because the FONC are constant relations over the entire

trajectory time. That is, if one were to look at a non-trivial subset, [t′0, t
′
f ] ⊂ [t0, tf ] of

the original trajectory, those state, costate and control variables automatically satisfy the

FONC, and thus represent candidates for a local solution between the specified boundary

conditions.

Therefore, given any specific transfer from the above database, new pairs of orbits anal-

ogous to the Earth-Mars transfer case considered here can undergo an identical database

construction method as outlined above. It should be noted, however, that these trajectories

are only postulated to be local solutions, especially if the original trajectory from which the

new database is derived is only a local solution.
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(a) Control derivative radial plot

(b) Control radial plot

Figure 3.4: Classifications denoted by red, blue and green regions in inner annulus.
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(a) Radial velocity radial plot

(b) Radial distance radial plot

Figure 3.5: Classifications denoted by red, blue and green regions in inner annulus.
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(a) Tangential velocity derivative radial plot

(b) Tangential velocity radial plot

Figure 3.6: Classifications denoted by red, blue and green regions in inner annulus.
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(a) Extended orbits for δt ∈ [0, 0.15]. (b) Extended orbits for δt ∈ [0.15, 0.55].

(c) Extended orbits for δt ∈ [0.55, 0.77]. (d) Extended orbits for δt ∈ [0.77, 1].

Figure 3.7: Free Orbits: Each figure above shows the extended free orbits for a seed
trajectory with A = 10−2.5g and θf = 0.0.
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Figure 3.8: The eccentricity (top), semimajor axis (middle) and final true anomaly (bottom)
of all the extended orbits depicted in Figure ??
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Chapter 4

Conclusion

A method of database construction was described for the exploration of constant-acceleration

time-optimal Earth-Mars transfers and an analysis of its results was presented. Various

continuation methods were designed and presented in order to efficiently construct such a

database while maintaining the numerical stability of found solutions. Each continuation

method was compared and its corresponding realm of applicability assigned based on its

various strengths and weaknesses. After a number of example databases were computed

their results were compiled and filtered based on the fact that they were all expected to

satisfy the first order necessary conditions (FONC) of Equations 3.1 and 3.2 or else be

deemed to have failed to converge. Once filtered, each dimension in acceleration space was

plotted in a “radial plot” to highlight the various classifications that were derived from a

qualitative analysis of the state and control variables and their first time derivatives. Finally,

a method to extend the applicability of even the relatively simple database computed here

was presented that involved the inclusion of “free orbits” associated with finite subsets of each

individual local solution found in the original database. Such solutions should in principle

satisfy the FONC if their parent trajectory also satisfies the FONC, thereby providing a
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postulated set of new local solutions between specific orbits determined by the boundary

conditions on the subset of a trajectory taken in this fashion.
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